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Real-Time Detection of Femtosecond Optical Pulse
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Abstract—A spectral nonlinear optics time-to-space converter
operating in the lightwave communications band is reported for
the first time. We demonstrate serial-to-parallel conversion of
short frames of femtosecond pulses, for the first time operating at
a conversion efficiency level allowing direct electronic readout at a
conversion rate of hundreds of megaframes/s in real time, without
signal averaging and with good signal-to-noise ratio. The results
demonstrate that applications such as real-time measurements
of ultrafast optical data sequences and header recognition in
ultrafast optical time-division-multiplexed (OTDM) packet net-
works are approaching feasibility. Moreover, we analyze tradeoffs
between optical powers and data rates from a system perspective,
which allows us to assess the challenges for scaling to parallel
demultiplexing of bit-interleaved OTDM transmission systems.

Index Terms—Optical signal processing, serial-to-parallel
conversion, space–time processing, sum frequency generation,
three-wave mixing, time-domain multiplexing/demultiplexing,
time-to-space conversion, ultrafast optics, ultrafast pulse mea-
surement.

I. INTRODUCTION

OPTICAL time-division multiplexing (OTDM) is an es-
sential technique for ultra-high-speed lightwave systems,

together with wavelength-division multiplexing (WDM). The
realization of ultrafast OTDM systems must be accompanied
by the development of technologies in ultrashort optical pulse
generation, high-speed modulation/detection, time-division
multiplexing/demultiplexing, synchronization/clock recovery,
and so on [1]. A number of impressive system experiments
have been reported, including OTDM femtosecond pulse
transmission at 640 Gb/s over 92 km of a dispersion-man-
aged fiber [2]. All-optical time-division demultiplexers have
been implemented using a variety of approaches, such as the
optical Kerr effect in fiber, the nonlinear optical loop mirror,
four-wave mixing (FWM) in a fiber or semiconductor laser
amplifier (SLA), the Mach–Zehnder interferometer via SLAs,
nonlinearities in multiple quantum well (MQW) semicon-
ductor, cross-phase modulation, and an electroabsorption
modulator, etc. [1]. Conventional OTDM demultiplexers aim
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at selecting a single channel out of multichannel OTDM data
at a time. In some cases, however, it may be more efficient to
perform simultaneous multichannel demultiplexing. In a few
cases, this has been demonstrated using a tree structure (for
example, [3]), which usually requires a complex integration,
or by using TDM-to-WDM conversion (for example, [4]).
However, space–time optical processing techniques [5]–[22],
in which optical signals are processed simultaneously in the
space domain and in the time and optical frequency domain,
offer a simple but innovative approach with the potential to
accomplish this multichannel demultiplexing. In this paper, we
report an ultrafast time-to-space converter based on space–time
processing, which is capable of serial-to-parallel conversion of
an ultrafast optical data frame. Our time-to-space converter is
the first to operate in the lightwave communications band.

In the last decade, space–time processing has received
considerable attention in the ultrafast optics research com-
munity. Most of the research focuses on space-to-time or
time-to-space conversion. Space-to-time (or parallel-to-serial)
conversion generates an optical data stream using a spatial
pattern [5]–[9]. This can be applied for the generation of data
packets for slotted OTDM systems or for multiplexing of
individual channels corresponding to spatial pattern elements
(if the spatial elements are modulated at sufficient speeds)
in bit-interleaved OTDM systems [23]. On the other hand,
time-to-space (or serial-to-parallel) conversion can play a
role mostly in the receiver side [10]–[22]. In time-to-space
conversion, ultrafast optical temporal or serial waveforms are
transformed into their spatial (parallel) equivalents. In slotted
OTDM networks, time-to-space converters can potentially be
used to perform header recognition. In bit-interleaved OTDM
systems, time-to-space converters can potentially perform
simultaneous multichannel demultiplexing. In addition to the
capability for multichannel processing, the demultiplexer using
time-to-space conversion may have better tolerance against
timing jitter compared to some conventional demultiplexer
techniques. In many conventional demultiplexers, sampling
of an optical pulse off of its peak due to timing jitter leads to
amplitude jitter, which degrades receiver performance. Some
conventional demultiplexers minimize the effect of timing
jitter by using group velocity walkoff between the data and
sampling pulses [24]. However, the cost of this approach is that
group velocity walkoff limits the interaction length between
data and sampling pulses, which limits the ability to minimize
switching energy. In time-to-space conversion, timing jitter
causes transverse displacement of the optical signal on a
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detection plane. As long as the jitter remains much less than
the bit period, each detector at the detection plane can have an
active area larger than the maximum displacement induced by
timing jitter, which minimizes the power penalty. An important
point is that this immunity to timing jitter comes automatically,
without the need to trade off against switching energy.

Note that this time-to-space conversion technique requires a
synchronized short reference pulse. In situations where that is
not already available, the reference pulse can be generated via
optical clock recovery techniques [1], or it may be possible to
transmit the reference along with the signal data over the same
fiber [14], [17]. Further, in the case of ultrashort pulse transmis-
sion over fibers, dispersion is important. Fortunately, methods
to compensate dispersion for pulses as short as a few hundred
femtoseconds have been demonstrated for distances at least into
tens of kilometers [25], [26]. In addition, dispersion effects can
also be compensated in part within the converter [14].

Time-to-space conversion also has gained interest as a new
approach for ultrafast optical waveform measurement, since it
can display pulse waveforms in the space domain. Picosecond
optical pulses constituting several hundred gigabit/second
OTDM data have been measured usually using optical sam-
pling techniques [27]–[29], where the signal to be measured
is mixed with optical sampling pulses having a very short
pulse width, low timing jitter, and repetition frequency slightly
detuned from that of the signal to be measured. One limitation
of the sampling techniques is that the output corresponds to
an average over many waveforms and repetitive signals are
required. In contrast, time-to-space conversion can be used
even for measuring single, nonrepetitive waveforms, since
each signal pulse is mapped one-to-one into its spatial replica
with no averaging effect. In the femtosecond regime, one
popular waveform measurement technique is frequency-re-
solved optical gating (FROG) [30], where a pulse is sampled
by a gate function derived from the pulse itself in order to
generate a two-dimensional time-frequency trace. FROG is
capable of determining essentially unique waveform infor-
mation including phase. However, this technique requires an
iterative computer routine to extract waveform data from the
time-frequency trace. Spectral phase interferometry for direct
electric-field reconstruction (SPIDER) is another well-known
femtosecond pulse characterization technique. SPIDER does
not require iterative algorithms, and a single-shot kilohertz
SPIDER was recently demonstrated [31]. However, some
computer processing is still required, which will likely preclude
operation at the gigaframe/second rates of interest for optical
communications, and the ability to characterize signals as
complex as multibit sequences is yet to be demonstrated. In
contrast, in time-to-space conversion, complete intensity data
are obtained in parallel directly on a single-shot basis without
any software processing; only the power budget limits the
processing rate.

Various methods have been proposed to implement
time-to-space converters [10]–[22]. Most of them are based
on spectral holography or spectral nonlinear optics [10]–[21].
In the early 1990s, picosecond-regime time-to-space mapping
was demonstrated by Ema and his coworkers via FWM in a
thin ZnSe film [10]. Their recent experiment was performed

with femtosecond pulses at faster conversion rates [19]. The
first mapping of femtosecond pulses was demonstrated in
a spectral holography setup using a MQW photorefractive
device by Nuss et al. [11]. This spectral holography based
approach was subsequently pursued in Fainman’s group [12],
[17], who also demonstrated time-to-space conversion based
on spectral nonlinear optics via three-wave mixing (TWM)
[13], [14], [18], [20], [21] and FWM [21] in nonlinear crystals.
The demonstration of a TWM converter [13] was an important
advance, because the fast response of the electronic nonlinearity
involved in the process in principle permits operation
with independent data frames arriving at high repetition rates
(e.g., Gframes/s). In an experiment using TWM in a potassium
niobate (KNbO ) crystal, our group has achieved the highest
conversion efficiency that has ever been reported in spectral
nonlinear optics using low-energy high-repetition-rate sources
[15], [16], which is key for operation at realistic power budgets
in high-speed systems. This publication also presented the
key principles for optimizing the nonlinear sensitivity in
the unusual geometry of a spectral nonlinear time-to-space
converter [15]. We note that direct gating of femtosecond
pulses using the optical Kerr effect in nonlinear materials in a
single-shot cross-correlation geometry is also being studied as
a time-to-space conversion scheme [22].

In spite of the diverse research activity on time-to-space
converters, as reviewed above, significant challenges must
be overcome before they can find application in real-world
lightwave communication networks. First of all, current optical
communication networks require time-to-space conversion
to operate with 1.5- m input pulses, whereas all previous
experiments were performed with visible or near-infrared
light sources below m. Moreover, practical converter
systems should have an intrinsically fast nonlinear conversion
process and a sensitivity that can scale to Gframes/s con-
version rate at realistic pulse energies (i.e., nJ per frame or
less). The latter requirement has not been addressed in most
previous works. For example, in experiments demonstrating
the principles of various interesting spectral nonlinear optics
space–time processors, a femtosecond pulse amplifier with
submillijoule pulse energies at a 1-KHz rate was used [20],
[21]. In this paper, we report the first spectral nonlinear optical
time-to-space converter operating at optical communications
wavelengths. We demonstrate that its conversion efficiency
is large enough for direct real-time measurement of short
frames of 0.5-Tb/s ultrafast optical data on a single-shot
basis with good signal-to-noise ratio (SNR) at a conversion
rate of 0.5-Gframes/s. Moreover, we show that the measured
characteristics of our converter are in good agreement with the
theory. Finally, we analyze the scaling of the time-to-space
converter for various frame rates, peak bit rates, etc., with
an emphasis on the optical power requirements. Our analysis
indicates that the power requirement is the key issue in scaling
to higher data and frame rates and identifies an interesting
tradeoff between optical power and the degree of parallelism.

The rest of this paper is structured as follows. In Section II,
we will discuss and analyze theoretically the principle of the
time-to-space conversion. In Section III, we will describe the
experimental setup, present our results, and compare with the
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Fig. 1. The schematic of the time-to-space converter.

theory. This section discusses basic time-to-space operation,
conversion efficiency, and demonstration of real-time detection
of the output signal at high conversion rates. In Section IV, we
estimate the power requirements of a fully operating system,
making use of the results on nonlinear optical conversion
efficiency discussed in the earlier sections of this paper.
Conclusions are given in Section V.

II. PRINCIPLE AND THEORETICAL ANALYSIS

A. Principle

This time-to-space converter employs the 4-f pulse shaper
arrangement as shown conceptually in Fig. 1, which is sim-
ilar to those in [13]–[16], [20], and [21]. Shaped or unshaped
signal pulses and unshaped reference pulses are incident onto re-
spective gratings oriented symmetrically with respect to the op-
tical axis. Thus, the rays that diffract in the high-diffraction-ef-
ficiency 1 order can be utilized in both beams in order to gen-
erate spectral dispersions that are opposite in sign for signal and
reference beams. Each wavelength component in each spectrally
dispersed beam is focused through the first lens and separated
from one another at the back Fourier plane, where the nonlinear
crystal for second harmonic generation (SHG) is located. At any
given transverse location in the crystal, the pulse is stretched in
time by a factor corresponding to the ratio of the spatial extent
of the spectrum to the beam radius of an individual wavelength
component—i.e., the pulse duration at the spectral dispersion
plane is inversely proportional to spectral resolution of the setup
[5], [8]. The crystal generates a nonlinear polarization propor-
tional to the product of the two electric fields corresponding to
the overlapping signal and reference wavelength components.
This nonlinear polarization in turn induces the second harmonic
(SH) field. The center frequency components at frequency in
each of the beams are aligned to intersect at the Fourier plane.
Frequency components in the signal beam that are offset from
the center frequency by a specific amount overlap spatially with
frequency components of the reference beam that are offset by
an equal but opposite amount. Then via sum frequency mixing
(SFM) in the crystal, a quasi-monochromatic SH beam with a
narrow spectrum around 2 is generated. The SH field induced
by the nonlinear polarization propagates along the optical axis
because the transverse components of the wave vectors from the
signal and reference beams cancel out. The second lens per-
forms the spatial Fourier transform of the SH field emerging
from the crystal, with the spatial Fourier transform resulting at
the back focal plane of the lens.

If we assume that the reference pulse is sufficiently short, its
power spectrum will be very wide compared to the signal spec-
trum. Then the nonlinear polarization generated in the crystal

in the transverse direction corresponds to a scaled version of
the signal spectrum—i.e., a spatially displayed temporal Fourier
transform of the signal pulse. The spatial profile of the SH field
at the output of the crystal is also equal to a scaled version of
the complex spectrum of the signal pulse. Therefore, the spatial
Fourier transform due to the second lens corresponds to the in-
verse Fourier transform of the spectrum—i.e., the original tem-
poral waveform of the signal pulse. Thus, the SH field at the
back focal plane represents a spatially displayed version of the
signal pulse temporal waveform. If the width of the reference
pulse is comparable to that of the signal pulse, the output image
will spatially display the electric-field cross-correlation between
signal and reference pulses rather than the signal pulse directly.

B. Theoretical Analysis

This experiment is theoretically analyzed following the ap-
proach in the previous literature from our group [16]. A related
analysis by Fainman’s group was published in [13]. For conve-
nience’s sake, important formulas are rewritten here with minor
modifications as necessary. The electric fields of input signal
and reference beams as functions of time and a spatial coordi-
nate transverse to the beam propagation direction are, respec-
tively, expressed as

(1)

and

(2)

Here and are slowly varying complex envelope func-
tions, is the beam radius under the assumption of a Gaussian
spatial profile, and is the center angular frequency. The signal
and reference electric fields at the back focal plane of the first
lens with a focal length of as functions of time and a spatial
coordinate (perpendicular to the optical axis) are, respectively,
given by

(3)

and

(4)

where is the temporal Fourier transform of ,
is that of , and and are the spatial dispersion param-
eter and the focused spot size, respectively, given by

(5)

and

(6)

Here is the speed of light, is the grating period, and
and are incident and diffracted angles at each grating [16]. In



3326 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 21, NO. 12, DECEMBER 2003

(1)–(4), phase terms representing the noncollinear geometry are
neglected because these terms cancel out when multiplied to-
gether to form the nonlinear polarization. The SH field emerging
from the crystal is given by

(7)

where is the sum-frequency offset from 2 and
represents the filtering function due to the finite phase-matching
bandwidth of the nonlinear crystal. Finally, in the back focal
plane of the second lens, the spatial Fourier transform of the
field in (7) is obtained, which is expressed as

(8)

where

(9)

(10)

and

(11)

Here, is the Fourier transform scale factor intro-
duced by the second lens with a focal length of . repre-
sents the time-to-space mapping function of the output SH field,
whereas and represent the finite spatial aperture
and the temporal profile of the output field, respectively. In (11),

is given by the cross-correlation between and ,
with replaced by . This yields the time-to-space mapping
factor, i.e.,

(12)

The spatial profile function in (9) implies that the intensity
of the time-to-space output image falls off for the transverse lo-
cations farther from center. This creates a finite spatial window,
whose intensity full-width at half-maximum (FWHM) is given
by

(13)

Likewise, there exists a temporal window for the original
signal beam, which corresponds to the temporal counterpart
of the spatial window in the above. Dividing in (13) by

in (12), we obtain the FWHM of the temporal window,
i.e.,

(14)

This window is much larger than the original pulse duration,
resulting from the stretching of the pulse due to the spectral dis-
persion. A sequence of multiple signal pulses can be converted

with a single reference pulse as long as the total time duration of
the signal pulse sequence falls within this temporal window. The
center of this time aperture coincides with the time location of
the reference pulse. This time window effect is closely related to
the finite time window that is well known in femtosecond pulse
shaping [5], [8], which is related to the spatial resolution of the
pulse-shaping apparatus.

Usually the time-to-space output image will be detected by
a time-integrating detector. However, sometimes we may be in-
terested in its time dependence, which is represented by
in (10). This expression contains the phase-matching spectral
response function , which can be expressed by

(15)

where the phase mismatch is given by
with the group velocity mismatch and the effective
nonlinear interaction length [16]. Plugging (15) into (10)
and noting that (10) results in the temporal convolution be-
tween the inverse Fourier transform of and that of

, we obtain

rect

(16)

where rect if and rect otherwise.
Thus, expresses explicitly the temporal waveform of the
output SH field.

III. EXPERIMENTAL SETUP AND RESULTS

A. Experimental Setup

The schematic of the detailed experimental setup is shown in
Fig. 2. As mentioned above, this time-to-space converter uses
a communications-band laser source. A beam of femtosecond
pulses with an FWHM of fs and a pulse energy of

2.5 nJ at a repetition rate of 80 MHz and a center wavelength
of nm is emitted out of an optical parametric oscillator
(OPO) (Opal, Spectra Physics Inc.). The beam is first spatially
expanded to have an input beam radius of mm. Ac-
cording to (13) and (14), the larger the input beam radius is, the
wider the temporal or spatial window is. The beam is then split
into two arms: one for the signal and the other for the reference.
The signal pulse may be shaped or unshaped. Fig. 2(a) illus-
trates the whole setup in the unshaped case. For the shaped case,
in this paper, we simply introduced the so-called optical multi-
plexer [32], consisting of three beam splitters and four delay
lines to generate four serial pulses. This simple pulse shaper is
shown in Fig. 2(b). The reference pulse, on the contrary, only
passes through a delay line in order to adjust its temporal delay
with respect to the signal pulse(s). Then, each beam is incident
with an angle of on the respective reflection grating
with a groove frequency of mm and a diffraction
efficiency of 90%. Here the center-to-center beam separation
at the grating surfaces along the -axis is 9 mm. The center
wavelength component of the beam that diffracts in 1 order
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(a)

Fig. 2. Detailed experimental setups for (a) the case of unshaped signal pulses,
(b) an optical multiplexor replacing Block 1 in (a) in the case of shaped signal
pulses, and (c) the replacements for Block 2 and 3 in (a) for second frame and
reference generation (M: mirror, G: grating, L: lens, WP: waveplate, PPLN:
periodically poled lithium niobate, BS: beam splitter, DL: delay line, OPO:
optical parametric oscillator).

emerges from the grating with an angle of . The grat-
ings are aligned so that the center components from both beams
propagate in parallel until passing the first lens. The lens with a
focal length of causes both spectrally dispersed
beams to focus at the Fourier plane, where they intersect at a full
angle of .

A periodically poled lithium niobate (PPLN) crystal was used
for the SHG crystal located at the Fourier plane. It has a width
of 5 mm, a height of 0.5 mm, and a length of mm, and
its quasi-phase-matching (QPM) grating period is m
at room temperature. Usually a PPLN crystal has a nonlinear
coefficient of pm/V, a refractive index of
for all three waves polarized along the -axis, and a group ve-
locity mismatch of ps/mm at 1.56 m [33]. The
PPLN crystal is contained inside a temperature-controlled alu-
minum oven for phase matching. PPLN crystals are usually
designed so that all interacting beams are extraordinary rays.
Since a horizontal polarization was required for efficient diffrac-
tion from the gratings, a half-wave plate is placed in front of

Fig. 3. The relative power of the output red signal as a function of the
transverse location and the delay of the signal pulse with respect to the
reference pulse. The mapping factor is 31.3 �m/ps and the FWHM temporal
window is 24.9 ps.

the crystal to convert to the vertical polarization needed at the
PPLN. The waveplate imposes a maximum reflectance loss of
0.25% per surface. The quasi-monochromatic SH field coming
out of the crystal oscillates at an optical frequency of 2 or a
wavelength of 780 nm. The second lens with a focal length of

mm spatially Fourier-transforms the red SH light,
producing the spatial replica of the signal field at its Fourier
plane. The parameters described up to now give spatial disper-
sion parameter cm/Hz from (5), focused beam
radius m from (6), and Fourier transform scale
factor cm .

B. Experimental Results

In this section, we present time-to-space converter images and
other data showing that the operation of our time-to-space is in
line with theoretical expectations. These data confirm that our
apparatus, which is the first to operate in the lightwave band,
works in accord with previous experiments operating in the vis-
ible or near visible [13]–[16], [18], [20], [21]. We then empha-
size studies of the nonlinear sensitivity and the ability to operate
at hundreds of megaframes/second, which is a unique contribu-
tion of our work.

1) Time-To-Space Mapping Factor and Time Window: The
time-to-space mapping factor was investigated using unshaped,
identical signal and reference pulses as shown in Fig. 2(a).
While adjusting the temporal delay of the reference pulse with
respect to the signal pulse, the output power and transverse
location of the red SH field at the image plane are measured
with a camera made up of a silicon detector array assisted
with an analysis tool (beam profiler, Photon, Inc.). The output
power plotted as a function of position is shown in Fig. 3 for
various relative delays. A linear relationship between the SH
spatial location and the temporal delay is observed, with a
slope corresponding to a time-to-space mapping factor of 31.3

m/ps. Also, by observing the rolloff in output intensity for
large delays, we can estimate an FWHM temporal window
of ps. From (12) and (14) with the parameters
given in the previous section, the mapping factor and FWHM
temporal window are estimated at m/ps and

ps, respectively. Thus, the data are in reasonably
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(a)

(b)

Fig. 4. The (a) images and (b) horizontally cut intensity profiles of multibit
conversion output, corresponding to bit sequences of {11 011}, {1111},
{101 101}, and {1 010 101}.

good agreement with the theoretical estimates. We note that the
camera pixel width is 9.77 m. This limits the time resolution
to 312 fs. This limit can be avoided using a larger focal length
for the second lens to spread the image more widely over
the detector array.

2) Time-To-Space Output Images: To observe output im-
ages of multibit data frames, the signal pulse is shaped using an
optical multiplexor. This corresponds to the experimental setup
in Fig. 2(a), with Block 1 replaced by the optical multiplexor
shown in Fig. 2(b), where the output beam path to Block 2 is
neglected in this case. The camera mentioned above is still used
for taking the image data. A different combination of delays
in the multiplexer gives a different combination of bits in a
frame. This multiplexor producing four pulses with adjustable
delays is sufficient for the purpose of the current experiment. In
future experiments, programmable femtosecond pulse shapers,
such as the Fourier transform pulse shaper [34] or the direct
space-to-time pulse shaper [7]–[9], can potentially be employed
to generate more complex data packets. Fig. 4 shows examples
of resulting output images for bit sequences {11 011}, {1111},
{101 101}, and {1 010 101}, formed around the center of the
temporal window. In Fig. 4(a), the images are vertical lines
because the vertical dimension is not subject to the conversion
process, as explained in the previous section. For this reason,
the vertical dimension may be used for further signal processing
[22]. Each intensity profile shown in Fig. 4(b) is obtained by
a horizontal line cut through the corresponding image in
Fig. 4(a). This corresponds to the cross-correlation between the
signal waveform and the reference pulse, as expected in (11).
The nonuniformity of the pulse heights is caused by slightly
different beam paths of the multiplexed pulses owing to small
misalignments of the optical multiplexer. The graphs have two
horizontal axes, one for time and the other for space, aligned

Fig. 5. The conversion efficiency as a function of the reference power. The
slope corresponds to �8.8%/W or �0.7%/nJ.

using the measured mapping factor 31.3 m/ps—i.e., 68.9- m
peak spacing in the first profile implies 2.2-ps temporal interval
between input pulses. These profiles shows that each bit can be
distinguished without aliasing at bit separations shorter than

2 ps, which corresponds to a peak data speed of 0.5 Tb/s.
Better temporal resolution down to the input pulse width should
be easily obtained, simply by expanding the output beam on
the detector or charge-coupled-device array.

3) Conversion Efficiency: Conversion efficiency was
obtained by dividing the power of the input signal beam,
measured after the wave plate, by the SH power, measured after
the second lens in the configuration shown in Fig. 2(a). The
loss caused by the grating and waveplate is 10%, so this does
not have a strong effect on the overall conversion efficiency.
Fig. 5 shows the dependence of the conversion efficiency on
the average reference power, with the signal power fixed at

71 mW and the temperature for the PPLN crystal fixed at
107 C. The slope shows a linear relationship with a slope

of 8.8%/W ( 0.7%/nJ). At our maximum reference power
of 73 mW, the conversion efficiency is 0.6%. Although the
overall efficiency is less than obtained in our previous work
[15], we will demonstrate later that this efficiency is already
large enough for electronic readout on a single-shot basis.

According to the formulation established in our prior work
[15], the efficiency for a single signal pulse near the center of
the temporal window in the collinear geometry scales with the
experimental parameters in the following way:

(17)

where is a proportionality constant, is
the effective nonlinear coefficient, is the reference pulse en-
ergy, is the confocal length, is the effec-
tive nonlinear interaction length, and is the FWHM tem-
poral window size. This formula is valid for a collinear geometry
under the assumption that the group velocity walkoff between
fundamental and SH waves is small compared to , which is
inversely proportional to the spectral resolution of the optical
setup. This condition is at least approximately true in our ex-
periments. The experiment of [15] was performed in a collinear
geometry and with approximately optimum focusing, for which
we set . Using the parameters listed in the first row in
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TABLE I
COMPARISON OF EXPERIMENTAL PARAMETERS AND RESULTING CONVERSION EFFICIENCIES BETWEEN OUR PREVIOUS [15] AND CURRENT EXPERIMENTS. KNbO

AND PPLN STAND FOR POTASSIUM NIOBATE AND PERIODICALLY POLED LITHIUM NIOBATE, RESPECTIVELY, WHICH ARE THE NONLINEAR MATERIALS

USED IN THE TWO EXPERIMENTS. WE TAKE d = (2=�)d FOR PPLN WITH FIRST-ORDER QPM. NOTE THAT THE PREVIOUS EXPERIMENT WAS

PERFORMED IN A COLLINEAR GEOMETRY, FOR WHICH THE EFFECTIVE INTERACTION LENGTH L IS SET EQUAL TO b [15], WHILE THE CURRENT

EXPERIMENT IS PERFORMED IN A NONLINEAR GEOMETRY. TO ACCOUNT FOR THIS, WE SET L � b=
p
2

Table I, (17) predicts an efficiency of 96% at nJ, the
maximum energy available in that experiment. This compares
favorably with the measured value of 58%. Our current exper-
iment uses a noncollinear geometry, with an attempt made to
minimize the angle between beams. As pointed out in [20], in
a noncollinear geometry with distinguishable signal and refer-
ence beams, there may be an extra factor of two in the efficiency
equation. The analysis of [20] is limited to a thin nonlinear
crystal. However, in our experiments, the noncollinear beams
begin to spatially separate within the thick nonlinear crystal,
which we account for approximately by setting .
The level of approximation in (17) is consistent with the ap-
proximation involved in our treatment of the noncollinear in-
teraction. Now applying (17) with the experimental parameters
listed in the second row of Table I, we calculate an efficiency of
1.1% at our maximum reference energy of nJ. Once
again this is in reasonable agreement with the experimental ef-
ficiency ( 0.6%). These results show that (17) remains reason-
ably accurate over a variation in the experimental parameters,
giving rise to a two order of magnitude variation in conversion
efficiency. Consequently, we can use (17) to estimate the power
requirements for time-to-space conversion in a full system con-
text, which we discuss in Section IV.

An interesting point is that (17) shows a relationship between
efficiency, pulse width, and time window [15]. In particular, ef-
ficiency goes down as the time window is increased. This rela-
tionship was developed further in [20].

4) Real-Time Detection of the Converted Signal at High
Conversion Rates: Importantly, our efficiency is already
sufficient for real-time observation of the output SH signal
on a single-shot basis at high conversion rates without signal
averaging. First, in the setup in Fig. 2(a), with Block 1 given
by Fig. 2(b), we demonstrate an averaging-free single-shot
measurement at a conversion rate equal to the laser repetition
rate (80 MHz). One of the four spatially displaced pulses in
the time-to-space output image is chosen to be detected using
an avalanche photodiode (APD, C5658 Hamamatsu). With
800-nm input light, the APD has a quantum efficiency of 70%,
a sensitivity of 2.5 10 V/W, including the avalanche and tran-
simpedance amplifier gain, and a bandwidth of 1 GHz. Since
an individual signal pulse has an average power of 9 mW

(112.5-pJ energy per signal pulse), leading to an SHG output
power of W at nJ, both signal and reference
beams are attenuated to prevent the damage of the APD, whose
maximum allowable continuous-wave input power is 10 W.
Fig. 6(a) shows the output of the APD recorded by a 500-MHz
digital oscilloscope. Individual pulses at the 80-MHz repetition
rate of the source laser are clearly visible with high SNR with
no signal averaging. The 700-ps pulse shape results from the
limited bandwidth of the oscilloscope and APD.

The possibility of operation at high frame rates approaching
1 Gframe/s was demonstrated using the experimental configu-
ration in Fig. 2(a) with Blocks 1, 2, and 3 given by the setups
in Fig. 2(b) and (c). Block 2 in Fig. 2(c) introduces a second
data frame using the formerly unused output from the optical
multiplexor. The separation of the second data frame from the
first frame is set to be 2 ns. Likewise, Block 3 in Fig. 2(c) is
for generating a second reference pulse, with its separation also
set to 2 ns. In this case, the average power and the energy of
any one individual pulse are 4 mW and 50 pJ for the signal
beam and 18 mW and 220 pJ for the reference beam, respec-
tively. Mixing of an individual signal waveform and reference
pulse generates a time-to-space converter SHG output with an
average power of W. If the temporal separation between
the first and second data frames is exactly matched to that of
the two reference pulses, then at the converter output plane, the
spatial images generated by successive data frames separated by

2 ns are perfectly aligned. On the contrary, if we introduce a
slight positive or negative delay offset to the second data frame
by adjusting the delay line shown in Fig. 2(c), then the succes-
sive images obtained with 2-ns separation will be slightly trans-
lated along the -axis.

Fig. 6(b) and (c) shows oscilloscope traces of the APD
output, with the APD set at a specific position in the image
plane. Fig. 6(b) corresponds to the case when the reference
pulse and signal frame separations are exactly matched. The
inset, consisting of two slices extracted from the image of bit
sequence {1 010 101}, illustrates that the APD, indicated by the
arrow, detects bit 1’s from both data frames. On the contrary,
Fig. 6(c) results from the case when the second data frame
has a small time offset, causing the two resulting images to be
misaligned. The inset illustrates that the APD detects bit 1 in the
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(a)

(b)

(c)

Fig. 6. Digital oscilloscope traces when the APD measures (a) a single channel
of the output image resulting from the mixing of a data frame and a reference
pulse at 80-MHz repetition rate, (b) bit 1’s in both frames, and (c) bit 1 in the
first frame and bit 0 in the second frame in the case when two data frames and
two reference pulses with�2 ns separations interact at 80-MHz repetition rate.
Pairs of data frames separated by <2 ns are resolved, which corresponds to
0.5 Gframes/s. The insets from pairs of conversion images of the bit sequence
{1 010 101} illustrate different time offsets between the reference pulses and
data frames. The arrow represents the spatial location sampled by the APD.

Fig. 7. The schematic showing the relationship between time constants, such
as pulse duration, bit separation, repetition rate, and temporal window.

first frame and bit 0 in the second frame. From Fig. 6(b) and
(c), pairs of data frames separated by 2 ns are resolved, which
corresponds to a peak conversion rate of 0.5 Gframes/s. This re-
sponse is limited by the bandwidth of the APD and oscilloscope.
A faster frame-to-frame response can be obtained by using elec-
tronics with higher time resolution. The frame rate is ultimately
constrained by the system power budget, which is discussed in
Section IV. We note that the duration of the temporal output
waveform from (16) turns out to be also of order .
Thus, its finite duration does not add any additional constraint to
the conversion rate from the system-level point of view because
frames are not repeated any faster than , as will be discussed
in Section IV.

The important result from these experiments is that suffi-
cient nonlinear optical conversion efficiency can be obtained
to permit single-shot real-time detection with no signal aver-
aging for pulse energies in the subnanojoule range at hundreds
of megaframes/second. Although a previous spectral nonlinear
optics experiment also demonstrated high conversion efficiency
with the potential for real-time detection exploiting the fast elec-
tronic nonlinearity of the process, that demonstration uti-
lized submillijoule pulse energies at 1-KHz rate [20].

IV. SYSTEM-LEVEL DISCUSSION

Fig. 7 illustrates a general time-to-space converter system op-
erating on data frames that occur every s. Data frames con-
sist of bits made up of Gaussian pulses (pulsewidth ), spread
by bit separation , and occupying a total temporal window .
Here is chosen to give an integer number of bits per frame,
namely, , but need not be equal to the FWHM
temporal aperture determined by the spectral resolution of
the time-to-space converter. At the output image plane, the data
contained in the time window are mapped into their spa-
tial equivalent having a spatial window of .
Of course, some pulses outside the boundaries of a single data
frame of width may also be converted. However, active de-
tectors will be installed only for the output confined in the spa-
tial window ; therefore, pulses outside the boundaries of a
particular data frame are not detected. We can envision two prin-
cipal system applications for the time-to-space converter. The
first is for reading or processing of headers in an OTDM packet
network. The distinguishing characteristic of the header pro-
cessing system is that the width of the frame operated on
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by the time-to-space converter is much less than the repetition
period of such frames (since generally the payload in the
packet will be larger than the header). The second application
is for demultiplexing of bit-interleaved OTDM data. Here the
number of bits in the frame is taken to be equal to the number
of OTDM channels. Furthermore, the data frames arrive contin-
uously, so that . In this case, the detector array should
be carefully aligned so that after the th detector receives the
last bit of a data frame, namely, a bit in channel , the first
detector receives the right next bit now contained in the subse-
quent data frame, namely, a bit in channel 1. In the following,
we will estimate the power requirements for such system appli-
cations of time-to-space converters.

Now we assume that the output time-to-space image is de-
tected by an array of time-integrating detectors, each of
which receives the full SH energy corresponding to a signal
pulse. The relation allows each detector to be
as wide as , in which case the tolerance against timing
jitter is maximized. We note, however, that the use of large-area
detectors must be balanced against any degradation of the elec-
tronic response. In the presence of large jitter, the number of bits
per frame may be decreased to prevent crosstalk, which in
turn decreases the conversion rate. Now let us assume that the
pulse image peaks are located at

, . In the low conversion limit, (17) can be
rewritten as

(18)

where is the same as , but reduced to include the effect of any
fixed insertion loss in the optical components. This expression
gives the efficiency for the signal pulse located at the center of
the temporal (or spatial) window. When we take into account
the Gaussian window in (9), the SHG energy for the th pulse
is given by

(19)

where is the time at the th pulse peak, satisfying the relation
. This equation implies that for fixed experimental

parameters, the output SH energy per pulse decreases as goes
from zero (center of the window) to (edges of the spatial
window). We see that in choosing the spatial window size ,
there is a tradeoff between the number of bits per frame (which
we desire to be as large as possible for a fixed reference energy)
and the magnitude of the variation in detected energies across
the frame. This relationship was also explained in [20].

One constraint in the time-to-space conversion system is that
the SHG energy of the outmost pulse in the spatial window
should exceed the receiver sensitivity, expressed in terms of the
minimum detectable optical energy, given by . That is

(20)

where we take 2 and 2 (valid assuming
). The average signal and reference powers can be

written as and , re-
spectively, where a factor of 1/2 is introduced into the signal

Fig. 8. Simulated curves of the minimum average reference power as a
function of the minimum average signal power in the cases of header recognition
in OTDM networks, where T � T is assumed. The solid, dotted, dashed,
and dash-dot lines correspond to the cases when (N ; t ) = (10; 1ps), (10,
600 fs), (20, 500 fs), and (20, 300 fs), respectively.

power by assuming that the half of the signal bits are “0.” Then
combining (18) and (20), we obtain after some simplification

(21)

Let us now select the temporal window size in
order to minimize the system power requirements. Since

has its minimum at ,
the required power is minimized when the frame duration
is approximately 1.2 times larger than the FWHM temporal
window of the time-to-space converter response. Returning
to (20), the rolloff at the edges of the window becomes simply

. Equation (21) is rewritten as

(22)

Equation (22) can be used to estimate time-to-space converter
requirements over a wide range of nonlinear optical and system
conditions.

As one example, we can use the parameters in the current
experimental setup, as listed in the second row of Table I. Here
we set and take to account for the
noncollinear geometry. This results in

W
(23)

where .
Now let us consider the case of a header recognition system,

where . In this case we may vary , , , and
independently in (23). In Fig. 8, we plot the required av-

erage reference power as a function of the average signal power
for ps, , and fJ, which
corresponds to a reasonably good telecommunications receiver.
Different values of the remaining parameters and are con-
sidered, such as ps , (10, 600 fs), (20, 500 fs),
and (20, 300 fs). These curves imply, for example, that for a
31.25-ps-long header consisting of 10 bits with a pulse width
of 1 ps in 320-GHz OTDM transmission, a reference power of
15 mW is required at a signal power of 10 mW. For a header
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containing 20 bits with 300-fs pulses in 640-GHz OTDM trans-
mission, mW at the same signal power.

We note here that only the part of the signal power in the
header is considered for this estimate, regardless of the power
of the payload. The power would be reduced for lower rate sys-
tems, e.g., 100 Gb/s. These powers, although high, may already
be implementable for some special purpose applications. How-
ever, it would be desirable to reduce the power requirements.
Possibilities include using a more sensitive detector as well as
a longer nonlinear crystal (PPLN crystals up to 5.5-cm length
have been demonstrated [35]). More fundamentally, it would be
advantageous to fabricate planar waveguides in PPLN or other
SHG media. Provided such light could be coupled into such
waveguides with low loss, we anticipate that the required
product could be reduced by approximately two orders of mag-
nitude. We note that it may be advantageous to increase and
decrease proportionally, since it will likely be easier to ob-
tain high power in a local oscillator (the reference) located in
the receiver where it does not have to be transmitted through
fiber. In this case the reduction of the signal power would help
to minimize nonlinearities in fiber-based transmission. Finally,
power requirements are further reduced for longer input pulses
and lower bit rates, e.g., 2-ps pulses and 100 Gb/s.

The most challenging situation is when , which
corresponds to demultiplexing a series of continuous frames
with one frame coming right after the other. In this case, (23)
leads to W . Under the assumption
of as above, mW at mW
if and ps (simultaneous five-channel demul-
tiplexing in 160-GHz OTDM transmission) and W
at mW if and ps (simultaneous
ten-channel demultiplexing in 320-GHz OTDM transmission).
These powers are clearly higher than desirable, which points to
the need to further optimize conversion efficiency, e.g., using
planar waveguides as mentioned above.

Finally, we note that in (21)–(23), the power scales as
and is minimized by setting , which corresponds to
bit-by-bit conversion. These equations, which we built on (17),
are valid as long as the temporal window is larger than the
group velocity walkoff in the SHG crystal. In PPLN at 1560-nm
input, the walkoff is 0.3 ps/mm, as mentioned in Section III,
giving a total walkoff of 6 ps (18 ps) in a 2-cm (6-cm) crystal.
Therefore, we anticipate that should exceed the walkoff in
most cases of interest. We see then that though time-to-space
conversion does allow parallel processing, it does not reduce
optical power requirements. There is a tradeoff between the de-
gree of parallelism, which allows one to operate at rates faster
than the individual receiver modules, and the required optical
power. Nevertheless, the scaling of the optical power with de-
gree of parallelism is fundamentally more favorable than
with other parallel methods, such as single-shot cross-correla-
tion schemes.

V. CONCLUSION

Processing of optical data in the space domain as well as in the
time domain may help overcome many obstacles that pure time-

domain processing has confronted. Particularly, time-to-space
conversion has the potential for simultaneous multichannel de-
multiplexing in OTDM networks. In addition, the demultiplexer
based on this technique may be less sensitive to timing jitter
than some conventional techniques. Time-to-space conversion
can also play a role as a fast pulse waveform measurement tech-
nique, where the single-shot measurement is enabled. For those
applications, the time-to-space converter should operate in the
optical communications band with the capability for high-speed
conversion at realistic power.

In this paper, we report a time-to-space converter based on
spectral nonlinear optics, which operates for the first time in
1.5- m optical communications bands. The operation of our
time-to-space converter is in good agreement with theoretical
predictions. We demonstrated time-to-space conversion of short
frames of femtosecond pulses with 500-Gbs/s data speed at a
conversion rate of hundreds of megaframes/s. Our time-to-space
converter operated with the conversion efficiency large enough
for direct electronic readout of the output signal at high conver-
sion rates in real time, without signal averaging and with good
SNR.

In addition, we analyzed the scaling of the time-to-space
converters for various system parameters, which highlights
the importance of the power requirement in time-to-space
operation with high data and frame rates. The analysis, which
shows tradeoffs between optical power and the degree of par-
allelism from a system perspective, indicates that the nonlinear
conversion efficiency is already close to the regime needed for
certain real-world lightwave applications, such as real-time
optical pulse waveform measurements and header recognition
in ultrafast OTDM networks. The analysis also allows one
to estimate the power improvement required for full-channel
demultiplexing of bit-interleaved OTDM transmission systems.
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